Information and technology (I&T) governance is a critical component of corporate governance, and it becomes even more crucial when organizations implement emerging technologies. Of the various emerging technologies that are currently transforming business processes, artificial intelligence (AI) has many tangible and realizable uses. Not only are the uses extremely varied, but they are potentially revolutionary in terms of business value. Marketers have begun to pioneer the possibilities of AI in different ways. Some examples of utilization in marketing include the enabling of AI to make decisions regarding which advertisements to display to a user. This particular example is currently employed by organizations such as Google and Amazon. These AI-chosen advertisements are displayed across different platforms including smartphone computers and now AI assistants such as Amazon Alexa, Google Home and Apple Siri. The use of AI assistants in marketing presents unique opportunities for marketers. As users begin to use their AI assistants to order products and even make recommendations (e.g., product reviews), enterprises will be able to capitalize on the new avenue of exposure for their products. Another frontier for AI in marketing is sentiment analysis. Sentiment analysis is the use of AI and neural networks to comb through text and images to uncover the underlying consumer sentiment and aggregate it. The ability of marketers to efficiently and effectively gauge consumer sentiment toward products or advertising campaigns presents significant opportunities and greatly improve an organization’s ability to react to the market.

As with every emerging technology, the numerous potential benefits are accompanied by risk. Some of
the biggest concerns stem from the security, privacy and accuracy of information collected and analyzed by AI. Furthermore, AI algorithms learn based on the data that they are trained from; thus, if data collected in the past have underlying biases, then those biases will be present in any future predictions. AI systems need to be designed to produce accurate and transparent results while avoiding inequalities and biases. In addition, AI is a data-centered technology, and it collects those data from real people. Protecting the privacy of the users and assuring that data collection is compliant with regulations ensures a sense of security and trust between the organization and its consumers. That assurance will also aid in providing transparent and accurate information.

If the appropriate I&T governance and management frameworks are not employed, generating data about the consumer’s specific consumption patterns could lead to significant penalties for privacy violations, in addition to AI having access to personally identifiable information (PII) such as name, address and credit card information of the user. Utilizing the proper controls to properly protect these data must be a top concern for organizations. That is where frameworks come into play. The proposed I&T governance model intends to illustrate how any organization can extend an existing comprehensive, yet generic and adaptable, framework (i.e., COBIT® 2019) into an organizational structure tailored to address the additional governance goals and risk mitigation strategies when any specific emerging technology is being implemented into an organization.

Development of Framework

I&T governance is an organizational structure of information and technology controls aligned with the business strategy and overall corporate governance used to encourage behavior that mitigates risk, delivers measurable business value and enhances overall performance of the business while maintaining legal and ethical standards. To reap maximum benefits and mitigate risk from I&T, specific frameworks are developed to guide organizations through the design, implementation and analysis of the technology. The proposed I&T governance framework for AI is based on a suggested COBIT 2019 expansion and combines frameworks and new materials that provide essential, effective and efficient controls regarding AI, specifically, AI applications utilized for marketing purposes.

While not currently included in the COBIT 2019 framework, this new and expanded set of objectives and activities is meant to be used in conjunction with already existing COBIT® objectives or perhaps as a stand-alone framework for specific AI initiatives. The existing COBIT 2019 framework clearly includes many of the same or similar principles and ideas discussed here (such as privacy), but this framework aims to explore and then focus those principles on the specific topic of AI and provide users an example of how COBIT can be adopted and adapted (i.e., customized). The new objectives were developed by first acknowledging the critical importance of avoiding biases in AI algorithms, which became a key cornerstone of the core model. Then authoritative ethical frameworks and other reputable resources were searched to find additional objectives that would be pertinent for AI applications.
I&T governance frameworks and their associated visual models are intended to be adopted and adapted by practitioners in a manner that makes sense for each individual organizational scenario. These adaptations and associated metrics should take into consideration key factors, such as business models, risk tolerance, functional experience and technical expertise. As described by COBIT 2019, “[A] governance system should be tailored to the enterprise’s needs, using a set of design factors as parameters to customize and prioritize the governance system components.” Although COBIT could, arguably, be extended and combined to support a specific emerging technology (i.e., AI) in a specific organizational function, it is clear that I&T governance should be holistic in nature and cover the entire enterprise, including involving numerous stakeholders, such as those concerned with corporate governance (e.g., boards, executive management, assurance providers), in addition to business and I&T managers. As noted in COBIT, “A certain level of experience and a thorough understanding of the enterprise ... allow users to customize core COBIT guidance—which is generic in nature—into tailored and focused guidance for the enterprise.”

One example of COBIT customization is Textron Inc., an industrial conglomerate made up of numerous subsidiaries in the aerospace, manufacturing and defense industries. Textron’s director of IT audit services explains that there is immense value in establishing a common framework to manage audit practices and procedures. In Textron’s case, he states, “The enterprisewide I&T security function already had a commonly accepted set of policies based on a variety of industry frameworks including COBIT.” An important factor in Textron’s decision to take COBIT and alter it to fit with the company’s culture is the fact that Textron could maintain its enterprise-specific policies. The customization of a generic framework was a key component in getting all stakeholders on board in adopting the governance policies. In addition he states, “By using their framework, which is based not only on COBIT but, more importantly, on IT security professionals’ work at other organizations, it is easier for them to accept the structures put in place.”


In this example, which shows how a real organization customized COBIT for its overall I&T governance and not specifically for AI, COBIT provides a strong foundation for Textron to build on and integrate ideas from IT security professionals. This enhances the governance framework because, when audit procedures are created by those being audited, it forces a new perspective that allows for both parties (the internal audit department and the I&T department) to be understanding and accepting of the necessary audit policies. COBIT’s ability to be completely customizable speaks to the usability of the framework and the idea that it can be used by any organization and molded to fit that organization’s specific needs. COBIT must be customized for Textron in this example because there was a desire for security controls from a security professional’s point of view. Based on its comprehensive nature, COBIT is likely able to exceed expectations for most organizations but, in this example, it was beneficial to add new enterprise-specific governance and management objectives to achieve a level of acceptance from all parties by asking those being audited to participate in creating the assurance policies. “The overall goal is to use a shared lexicon for discussing and managing controls.” COBIT is the ideal first step in achieving this goal because it provides outlined guidance for those who do not wish to reinvent the wheel, but it also provides guidance for those organizations that need a few stepping stones of encouragement on the way to building their own unique framework.
While researching possible components of this I&T governance framework, it became clear that governance over AI is necessary on multiple levels and it is of absolute importance that ethical considerations are a significant factor.\(^8\) In parallel, searches were made for authoritative ethical frameworks to leverage for this I&T governance framework as more and more literature suggesting the potential for bias in AI applications is released.\(^9,10,11\)

Accordingly, the four cornerstones (figure 1) of the model that were chosen are ethics; alignment, because of the importance of strategy; accuracy, because information integrity is critical in all I&T applications; and understandability, because so much of what occurs in AI is the result of very complex mathematical algorithms.

Thus, the proposed framework includes four main principles and numerous controls meant to support organizations throughout their processes. The mission of this framework is to not only act as support for a strategy of implementing AI in marketing settings but to do so effectively and ethically. Moreover, the goals of this framework can be aligned with the ethics-focused goals of the Institute of Electrical and Electronics Engineers (IEEE) Global Initiative on Ethics of Autonomous and Intelligent Systems. As stated by IEEE,

> The ethical design, development, and implementation of these [AI] technologies should be guided by the following general principles: human rights, well-being (i.e., prioritize metrics of well-being in design and use), accountability, transparency, and awareness (of misuse).\(^12\)

### AI in Marketing Framework/Model

These goals can be generalized into the four pillars of the framework: alignment, accuracy, ethics, and understandability. As the foundation of the framework, these concepts are tied to existing COBIT 2019 domains, which are then broken down into a variety of detailed controls or an expanded COBIT control.
High-Level Illustration

Figure 1 illustrates a high-level model that ties the outlined principles to the existing five COBIT 2019 governance and management domains:

1. Evaluate, Direct and Monitor (EDM)
2. Align, Plan and Organize (APO)
3. Build, Acquire and Implement (BAI)
4. Deliver, Service and Support (DSS)
5. Monitor, Evaluate and Assess (MEA)

Alignment
Within the context of marketing, alignment of AI utilization with business strategy, consumer needs and contractual agreements is imperative. This assures that stakeholder transparency is upheld and that the use of AI does not conflict with the trusting relationships that lead to effective outcomes.

Accuracy
The value of AI in marketing relies almost entirely on the accuracy of assessments, predictions and judgments made by the tool. Ensuring that AI algorithms are properly devised, trained and implemented is essential to maintaining a high standard of accuracy that stakeholders will be able to trust.

Ethics
With many emerging technologies, especially AI, ethical considerations are at the forefront of many stakeholders’ minds. Beyond the implicit ethics related to alignment, an organization must take steps to ensure that the use of AI does not callously override certain concerns. These concerns are especially heightened when it comes to marketing. When dealing with the persuasion and influencing of consumers, organizations must make sure that harm is avoided when allowing AI to act autonomously in the marketplace. Concerns such as privacy, disparate impact, discrimination and even sustainability should be the focus.

Understandability
The complexity of AI is both what enables it to perform independent tasks that historically require human interaction and what leads to the creation of a “black box” effect. A black box is created when one can see what goes into the box and what comes out, but is unable to visualize (much less comprehend) any of the events that occur within the box (i.e., algorithm). The avoidance of this phenomenon is imperative in allowing an enterprise’s executives and other stakeholders to make both proper and informed decisions. By creating controls that assure understandability and AI processes that are easily explainable, there is assurance that an enterprise’s key players can react to changes in the marketplace as well as any issues that may arise through the use of AI.

Governance Objectives Model

Figure 2 illustrates a lower level model that ties the existing COBIT domains to new or expanded-on objectives and process controls.

Detailed Overview of Framework
To provide a better understanding of how each of the four pillars relates to existing COBIT 2019 domains, there are a variety of control processes and activities under each category. In general, these new objectives apply to the whole enterprise, but some of them deserve special attention by the business and I&T teams when working on AI initiatives, where bias can be of concern.

There are a few possible perceived redundancies. Although the new DSS07 Managed Integrity is closely related to the existing APO14 Managed Data
control, the accuracy of AI data is paramount because it affects so many critical decisions that its importance is stressed further with this new control. Similarly, although the new DSS08 Managed Communication might seem redundant since communication is such an important component of overall I&T governance, the possible information asymmetries between I&T and other stakeholders must be bridged via highlighting the key importance of clear communication.

New Proposed Objectives and Activities

APO15 Managed Values:
- Establish a chief value officer (CVO)\(^1\) to provide leadership in the development and implementation of organizational values.
- Encourage employees to voice ethical concerns or red flags.\(^2\)
- Allow various stakeholders to be involved in the maintenance of values.\(^3\)
APO16 Managed Brand Image and Reputation:  
- Manage the stakeholders’ perception of the organization.
- Ensure that communication and interaction facing the public and external stakeholders is consistent with the organization’s mission, values and strategy.
- Manage consistency of brand messaging to stakeholders.

DSS07 Managed Integrity:  
- Provide assurance to stakeholders that outputs of AI systems are accurate and reliable.
- Address any issues of accuracy in a timely, transparent and effective manner.

DSS08 Managed Communication:  
- Communicate in a thorough, yet practical manner the functions and underlying workings of AI systems in use or being developed for potential use.
- Implement mechanisms that diminish information asymmetries between developers and other stakeholders.

MEA05 Managed Societal Impact:  
- Monitor the impact of AI outputs on societal stakeholders. These groups may include but are not limited to minorities, minors, older people, disabled people, low-income households and impoverished people.
- Avoid disparate impact.
- Monitor and evaluate evolving stakeholder expectations regarding social responsibility.

BAI12 Managed Black Box:  
- Thoroughly document all aspects of AI systems in use or being developed for potential use.
- Manage knowledge of AI algorithms and underlying workings so that multiple individuals are considered subject-matter experts on a particular AI-based or enabled system.

Expanded COBIT 2019 Objectives

EDM03 Ensured Risk Optimization:  
- Ensure that risk associated with AI endeavors is appropriately measured and is within the organization’s risk appetite.

EDM05 Ensured Stakeholder Engagement:  
- Ensure transparency of vendor contracts to maintain alignment of consumer needs and business strategy.

APO02 Managed Strategy:  
- Manage the alignment of AI system usage with the overall business strategy of the organization.
- Ensure that AI systems are appropriately implemented in a way that assists the organization in meeting its obligations and commitments to stakeholders.

APO04 Managed Innovation:  
- Manage how the organization is approaching innovation regarding new AI capabilities and opportunities. The goal is to enable the organization to be an early mover with AI.

APO13 Managed Security:  
- Manage security challenges and vulnerabilities that accompany the usage of heavily data-dependent AI systems.
- Maintain data security through defense-in-depth principles and practices such as encryption, intrusion detection systems and firewalls.
- Manage physical security of AI documentation and physical hardware through the use of appropriate security measures.

MEA03 Managed Compliance With External Requirements:  
- Monitor the current regulatory landscape surrounding emerging technology (specifically, AI) including anticipated regulation on a state, federal and global level.
Evaluate how the EU General Data Protection Regulation (GDPR) impacts the development and use of heavily data-dependent AI systems.

Conclusion

I&T governance frameworks are designed to provide organizations with a structured approach to designing, implementing and monitoring technologies that will align with organizational strategy to achieve business goals. The proposed framework and models herein are intended to illustrate how any organization can extend an existing comprehensive, yet generic, framework, COBIT 2019, into a framework tailored to address the additional governance goals and risk mitigation strategies when a specific emerging technology is being implemented into an organizational structure. The proposed framework is an example that could be applied to other emerging technologies in other processes and functions.
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